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MA in RCTs

• Participants?

• Interventions?

• Comparisons?

• Outcomes?



MA in Observational studies
The PICO may be not applicable

There commonly are several risk factors

There commonly are several outcomes

There commonly is several time-points in a study (regional, national)

Hence, we have to have specific question:

◦ Point estimate: Mean, Prevalence, Incidence

◦ Causality: Odds ratio, Risk ratio

◦ Risk difference











Q1: Protective vaccination against tuberculosis, with 
special reference to BCG vaccine

Total retrieved same studies: 13
No. of events in each group

Case Control N

Vaccine + 4 123

- 11 139











Copy and paste from excel to CMA



How does Meta-analysis work?







Fixed vs. Random effect
FE. Assumes a common underlying effect behind every trial

One source of variation:
◦ within studies (between patients)

RE. Assume true effect estimates really vary across studies

Two sources of variation:
◦ within studies (between patients)

◦ between studies (heterogeneity)



Fixed vs. Random effect



Selection of the Model
The selection of a model must be based solely on the question of which model
fits the distribution of effect sizes, and takes account of the relevant source(s) of
error.

When studies are gathered from the published literature, the random effects
model is generally a more plausible match

The strategy of starting with a fixed-effect model and then moving to a random-
effects model if the test for heterogeneity is significant is a mistake, and should
be strongly discouraged





Assessing statistical heterogeneity
If there is substantial heterogeneity among studies in a systematic 
review, it might be inappropriate to do a meta-analysis

How do we know if there is ‘substantial’ heterogeneity?

◦ 1. Visual inspection of a forest plot of studies included in the review;

◦ 2. Assessment of results of tests for statistical heterogeneity.



Statistical tests for heterogeneity
Cochran Q (Chi-square, X2)

I2

Tau2



Cochran Q (Chi-square, X2)
Under null, it is approximately distributed as a chi-square with k-1 degrees of freedom

Not powerful when number of studies is small or within study variance is large

It can not be used to estimate the magnitude of true variance



Quantifying heterogeneity, I2

Q-df is the excess variation. The part that will be attributed to differences in the true effects 
from study to study

The ratio of true heterogeneity to total observed variation

Describes the percentage of total variation across studies that is due to heterogeneity rather 
than chance

Not directly affect by the number of studies

A value of 0% indicates no observed heterogeneity

Low, moderate, large and very large for 0-25%, 25-50%, 50-75% and >75%





Tau (τ2)
The variance of the true effect sizes, where τ2 refers to the actual variance and T2 is our 
estimate of this parameter



Q5. Meta regression
BCG vaccine and prevent of tuberculosis

This module allows you to run a regression analysis to estimate the impact of continuous study 
moderators on overall heterogeneity

In this example, there is a numeric variable as latitude



• In the default presentation, all studies are represented by circles of 
identical size, regardless of their individual weighting in the analysis



Proportional option identifies which studies have the greatest impact on the slope of the regression line. 



The regression coefficient for latitude is -0.0331, 
which means that every one degree of latitude 
corresponds to a decrease of 0.0331 units in effect 
size

The null hypothesis for Z:
◦ H0: Coefficient=0

Qmodel is the dispersion explained by the covariates.

Qres means that even with latitude in the model, 
some of the between-studies variance remains 
unexplained.



The proportion of variance explained

𝑅2 = 1 −
0.04799

0.366
=0.87



One-study removed
It will also run a one-study removed analysis to show the impact of each 
study on the combined effect





How to check publication bias?
Graphical

Statistical test
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Funnel Plot of Standard Error by Log odds ratio
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Publication bias: Classic fail-safe N
One concern of publication bias is that some non-significant 
studies are missing from our analysis and that these studies, if 
included, would nullify the observed effect

The fail-safe N is 424.  This means that we would need to locate 
and include 424 'null' studies in order for the combined 2-tailed 
p-value to exceed 0.050



Publication bias: Begg and Mazumdar Rank 
Correlation Test

The correlation (Kendall's tau) between the treatment effect 
and the standard error

A significant correlation suggests that bias exists

Conversely, a non-significant correlation may be due to low 
statistical power, and cannot be taken as evidence that bias 
is absent. 



Publication Bias: Egger's Test of the Intercept

Egger suggests that we assess this same bias 
by using precision (the inverse of the 
standard error) to predict the standardized 
effect (effect size divided by the standard 
error).

In this equation, the size of the treatment 
effect is captured by the slope of the 
regression line (B1) while bias is captured by 
the intercept (B0).



Publication bias: Duval and Tweedie's 
Trim and Fill
If the meta analysis had captured all the relevant studies we would expect the funnel plot to be
symmetric

Duval and Tweedie developed a method that allows us to impute missed studies. That is, we
determine where the missing studies are likely to fall, add them to the analysis, and then
recompute the combined effect

In our example, using Trim and Fill these values are unchanged



Publication bias: Duval and Tweedie's Trim 
and Fill



Q2: Protective vaccination against tuberculosis, with 
special reference to BCG vaccine
Total retrieved same studies: 13
Seven studies reported No. of events in each group

Three studies reported Odds ratio and 95% CI

Three studies reported log OR and SE

How to combine these findings?



Import the data from excel (sheet Q2) to 
CMA





Saving and Exporting



Q3. Subgroups within study
Streptokinase therapy and myocardial infarction





Q4. Multiple outcomes within studies
Streptokinase therapy and its outcomes



Thank you for your attention


