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 Statistical Significance

 P values 

 Confidence interval 

 Problems with Statistical Significance

 Problems with confidence interval 

 Clinical Significance

Minimal clinically important difference

What Is Effect Size? 

 Problems with Clinical significance

 Calculation of clinical significance
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Is the mean value different between 

the two groups in a meaningful way?
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 Statistically significant indicates that the observed results are not likely due to 

random variability or chance alone. 

 In statistical terms, it means that there is enough evidence to support the conclusion 

that the results are not merely a fluke but rather reflect a true effect or relationship 

in the data being studied. 



Statistical significance is a statement about the likelihood of 

findings being due to chance.

Statistical significance is a determination that a relationship

between two or more variables is caused by something other 

than chance or randomly.

A level of significance is selected (most commonly α = 0.05 

or 0.01), which signifies the probability of incorrectly  

rejecting a true null hypothesis.
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 The number alpha is the threshold value that we measure p-

values against. 

 It tells us how extreme observed results must be in order to 

reject the null hypothesis of a significance test. 

 But in fact, the origin of this threshold is arbitrary, and in 

practice designs, often have lower or higher false-positive 

thresholds depending on design features such as adjustments 

for multiple comparisons or phase of development, 

respectively. 
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null hypothesis is 

true

& was rejected

(type I error)

α

null hypothesis    is 

false

& was rejected

(correct conclusion)

null hypothesis   is 

true

& was accepted
(correct conclusion)

null hypothesis is 

false

& was accepted

(type II error)

β

H0 is true H0 is false

Reject H0

Accept H0

The null hypothesis states that there is no relationship 

between the two variables being studied (one variable does 

not affect the other).



The p values should be interpreted as the probability that the 

study results (as good as or better than observed) occurred by 

chance when the null hypothesis is true.
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 the P value will not reveal the size of the effect. 

 P values are considered to be confounded because of 

their dependence on sample size. 

 Sometimes a statistically significant result means only 

that a huge sample size was used.



Statistically significant 

It does not definitively prove that the null hypothesis is false. 

Instead, it suggests that the data provide enough evidence to cast 

doubt on the null hypothesis and support the alternative hypothesis, 

which posits that there is a significant effect or relationship.

It does not provide absolute certainty about the truth or falsity of the 

null hypothesis.

Non significant

Results do not prove that the null hypothesis is true; they also give 

no evidence of the truth or falsity of the hypothesis the researcher 

has generated.

There are two possible explanations for Non significant:

No mean difference

The sample size was not large enough
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0.05 is arbitrary.

The P value is not a probability of anything in reality.

Statistically significant does not necessarily mean that the 

effect is real/true. 

One in 20 may be by chance and will mislead (type I error).

Non significant does not mean no effect. Small studies will 

often report non significance even when the difference is 

real & important (type II error)

Two solutions: clinical significance via confidence interval 
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Confidence intervals are calculated from the same equations 

that generate p-values, so there is a relationship with P

Confidence interval conveys more information than P 

values. It provides magnitude of effect as well as its 

variability. 

Confidence interval should be calculated for each variable 

especially if P values are insignificant

Width of confidence interval is associated with sample size



When you see a 95% confidence interval for a mean, think of 

it like this: if we’d collected 100 samples and calculated the 

mean for each sample, than for 95 of these samples the mean 

would fall within the confidence interval. 
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OR=3.5

95%CI: (0.8_10.2) 
Mean difference: 2.7

95%CI: (-3.2_+5.8)



Clinical significance refers to the changes due to treatment 

that are practically meaningful for a client.

Statistical significance is denoted by p-values whereas 

practical significance is represented by effect sizes.
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 Minimal Clinically Important Difference (MCID):

 This method determines the smallest change in a treatment outcome that is 

perceived as beneficial by patients or healthcare providers.

 Effect Size: 

Effect size measures the strength of a relationship between two variables, 

such as the treatment and the outcome. Cohen's d is a commonly used effect 

size measure.

 Clinical Judgment: 

Healthcare professionals may use their clinical expertise to assess whether a 

change in a particular outcome is meaningful or significant for a patient.

 Patient-Reported Outcomes: 

Patient-reported outcome measures (PROMs) involve directly asking 

patients about their symptoms, quality of life, or functional status to 

determine clinical significance from the patient's perspective.
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 In clinical significance, we need to interpret confidence 

limits in relation to the smallest clinically beneficial and 

harmful effects.

◦ These are usually equal and opposite in sign.

◦ They define regions of beneficial, trivial, and harmful values.

trivialharmful beneficial

smallest
clinically

harmful
effect

smallest
clinically
beneficial
effect

value of effect statistic

0 positivenegative



 what's the smallest clinically important effect?

What is meaningful may be subjective and may depend 

on the context.

There are several techniques to calculate the MID. They 

fall into three categories: 

distribution-based methods, 

anchor-based methods 

the Delphi method.

M.Moradinazar



M.Moradinazar



 there are many ways to calculate statistical significance 

and practical significance.

 Five common methods are 
 the Jacobson-Truax method

 the Gulliksen-Lord-Novick method

 the Edwards-Nunnally method

 the Hageman-Arrindell method

 hierarchical linear modeling
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 Putting the confidence interval and these regions together, 

we can make a decision about clinical significance.

◦ Clinically decisive or clear is preferable to clinically significant.

0

value of effect statistic

positivenegative

trivialharmful beneficial

Yes: use it. Yes
Yes: use it. Yes
Yes: use it. No
Yes: don't use it. Yes
Yes: don't use it. No
Yes: don't use it. No
Yes: don't use it. Yes
Yes: don't use it. Yes
No: need more

research.
No

Clinically
decisive?

Statistically
significant?

Why statistical significance is 
impractical or unethical!

Bars are 95%
confidence
intervals.



M.Moradinazar

You should describe outcomes in plain language in your 

paper.

Therefore you need to describe the probabilities that the effect 

is beneficial, trivial, and/or harmful.

Suggested scheme:

The effect… beneficial/trivial/harmful

is almost certainly not… 

Probability

<0.01

Chances

<1%

Odds

<1:99

is very unlikely to be…0.01–0.05 1–5% 1:99–1:19

is unlikely to be…, is probably not…0.05–0.25 5–25% 1:19–1:3

is possibly (not)…, may (not) be…0.25–0.75 25–75% 1:3–3:1

is likely to be…, is probably…

is very likely to be…

is almost certainly…

0.75–0.95

0.95–0.99

>0.99

75–95%

95–99%

>99%

3:1–19:1

19:1–99:1

>99:1
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Clinically Significant
Yes No

S
ta

tistica
lly
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Yes

Typically assume the 

groups, outcomes, or 

treatments are different

Consider that the 

sample size may be too large

No

Consider that the 

sample size may be too 

small

Typically assume the groups, 

outcomes, or treatments

are not different
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Statistical significance and clinical significance will 

usually be in harmony in a well-designed clinical trial.

Statistical significance is directly impacted by sample 

size.

Clinicaly significance is not directly influenced by 

sample size.

Statistical significance indicates the reliability of the 

study results

 clinical significance reflects its impact on clinical 

practice.
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