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Specific objectives of this session:

<+ Statistical Significance
v P values
v" Confidence interval
v Problems with Statistical Significance
v Problems with confidence interval

« Clinical Significance
v Minimal clinically important difference
v"What Is Effect Size?

v" Problems with Clinical significance
v" Calculation of clinical significance
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Is the mean value different between
the two groups in a meaningful way?
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Statistical vs Clinical Significance

Statistical
Sigraficance
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Is this difference
important?
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Statistically significant

O Statistically significant indicates that the observed results are not likely due to
random variability or chance alone.

O In statistical terms, it means that there is enough evidence to support the conclusion
that the results are not merely a fluke but rather reflect a true effect or relationship
In the data being studied.
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Statistical Significance

<« Statistical significance Is a statement about the likelihood of
findings being due to chance.

<« Statistical significance is a determination that a relationship
between two or more variables is caused by something other
than chance or randomly.

<+ A level of significance is selected (most commonly o = 0.05
or 0.01), which signifies the probability of incorrectly
rejecting a true null hypothesis.
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Alpha value

« The number alpha is the threshold value that we measure p-

values against.
< |t tells us how extreme observed results must be in order to

reject the null hypothesis of a significance test.

<« But In fact, the origin of this threshold is arbitrary, and in
practice designs, often have lower or higher false-positive
thresholds depending on design features such as adjustments
for multiple comparisons or phase of development,
respectively.
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hypothesis

1

| State the research

State the MNull ‘

| hypothesis

1

Select a "probability
of error” level (o)

1

Choose appropriate
significance test

J

Compute the test
statistic value

Fimnd table value from
DofF and ocoa-values

Nature of hypothesis will
determimne if it is a one or
twwo tail test

Eandyjicommelly

Mlay reguire test to
check if test is
appropriate (e.g. F test)

1

Calculate p value
Using test value and DofF

Compare test value
anmnd table valuea

Probability
pothesis test

1

Compare oa-wvalue
and p-value

p-walue
hypothesis test
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Hypothesis

« The null hypothesis states that there is no relationship
between the two variables being studied (one variable does

not affect the other).

Reject HO

Accept HO

HO is true

HO is false

null hypothesis is
true
& was rejected
(type | error)
a

null hypothesis is
false
& was rejected

(correct conclusion)

null hypothesis is
true

& was accepted
(correct conclusion)

null hypothesis is
false
& was accepted
(type Il error)

B
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Probability value(p value)

« The p values should be interpreted as the probability that the
study results (as good as or better than observed) occurred by

chance when the null hypothesis is true.
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P value

¢+ the P value will not reveal the size of the effect.

s+ P values are considered to be confounded because of
their dependence on sample size.

*» Sometimes a statistically significant result means only
that a huge sample size was used.
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Statistically significant

<+ Statistically significant
VIt does not definitively prove that the null hypothesis is false.
Instead, it suggests that the data provide enough evidence to cast

doubt on the null hypothesis and support the alternative hypothesis,
which posits that there is a significant effect or relationship.

v It does not provide absolute certainty about the truth or falsity of the
null hypothesis.
+» Non significant
v'Results do not prove that the null hypothesis is true; they also give

no evidence of the truth or falsity of the hypothesis the researcher
has generated.

v"There are two possible explanations for Non significant:
“*No mean difference
« The sample size was not large enough
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Problems with Statistical Significance

+0.05 Is arbitrary.
<+ The P value is not a probability of anything in reality.

< Statistically significant does not necessarily mean that the
effect is real/true.

+0ne In 20 may be by chance and will mislead (type I error).

<« Non significant does not mean no effect. Small studies will
often report non significance even when the difference iIs
real & important (type Il error)

<+ Two solutions: clinical significance via confidence interval
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Confidence interval

<« Confidence intervals are calculated from the same equations
that generate p-values, so there is a relationship with P

<+ Confidence interval conveys more information than P
values. It provides magnitude of effect as well as its
variability.

« Confidence Interval should be calculated for each variable
especially if P values are insignificant

« WIdth of confidence interval Is associated with sample size
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Confidence intervals

When you see a 95% confidence interval for a mean, think of
It like this: iIf we’d collected 100 samples and calculated the
mean for each sample, than for 95 of these samples the mean
would fall within the confidence interval.

13.59% 13.59%

| | |
m—30 o= 20 p=lo )7 m+ 1o m+ 20 m+ 3o

| |
‘ —— About 68% ——/

~ About 95% /

~— About 99.7%
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Confidence intervals significant

Study 2

. The confidence interval
Two Non—S|gn ificant Results around the result does cross
zero and therefore Drug A
does not cause a statistically
significant drop in blood
I- l I pressure compared to Drug B

0 1.0 10
Possible Values of Risk Ratio, Odds Ratio, or Rate Ratio

-10 0.0 +10
Reduction in blood
pressure (mmHg)

OR=3.5 Mean difference; 2.7
95%Cl: (0.8_10.2) 95%Cl: (-3.2_+5.8)
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Clinical Significance

<« Clinical significance refers to the changes due to treatment
that are practically meaningful for a client.

< Statistical significance is denoted by p-values whereas
practical significance is represented by effect sizes.
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Methods to detect clinical significance

< Minimal Clinically Important Difference (MCID):

v" This method determines the smallest change in a treatment outcome that is
perceived as beneficial by patients or healthcare providers.

« Effect Size:

v Effect size measures the strength of a relationship between two variables,
such as the treatment and the outcome. Cohen's d is a commonly used effect
Size measure. g — Mz — M.

« Clinical Judgment:

v"Healthcare professionals may use their clinical expertise to assess whether a
change in a particular outcome is meaningful or significant for a patient.

+ Patient-Reported Outcomes:

v Patient-reported outcome measures (PROMS) involve directly asking
patients about their symptoms, quality of life, or functional status to
determine clinical significance from the patient's perspective. @
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Clinical significance

<« In clinical significance, we need to interpret confidence
limits in relation to the smallest clinically beneficial and
harmful effects.
> These are usually equal and opposite in sign.
> They define regions of beneficial, trivial, and harmful values.

marmiul BN Er eIt

smallest
~ clinically
~_ beneficial

/ effect

<—negative- O —positive—

value of effect statistic [ﬁ
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Methods of determining the MID

0 what's the smallest clinically important effect?

2 What i1s meaningful may be subjective and may depend
on the context.

2 There are several technigues to calculate the MID. They
fall into three categories:
»distribution-based methods,

»anchor-based methods
»the Delphi method.
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Common Methods for Determuning Chmcal Sigmficance

Method Developed by (year) Fornmla Description
Jacobson-Tmax | Jacobson, Follette, & Determines cutoff
Method (JT) Revenstorf (1984). (Kpost — Xpee) points and
1sed by Jacobson & T Reliability Chang
;e;z (gg 1;;::{! SOT1 CISpel(1-5) =P e {Rglj e
Gulliksen-Lord- | Hsu (1999) Alters IT by
Novick Method [Xpost — Mpop] — fra] Mgrer Mpag] factoring in
(GLN) T hypothesized group
S'.F"-"Fl:l - I-ﬂ}{l. 11eans
Edward- Speer (1992) o Alters JT by placing
Nunnally [Fre(FKpre — Mpge) + Mpee] = 25pre (1 - 1™ | true score on a
Method (EIN) confidence mterval
Hageman- Hageman & Ammndell Alters JT by
Amndell Method | (1999) calculating chinical
(HA) (Fpost — Hpre)tad + (Mpost - Myee) (1-1ad) | siomificance index
0.5 1 05 and I'E'].'iﬂbi].'i.f&' of
((zad) W25 ) change index: can
calculate mdrvidual
or group change
Hierarchical Speer and Greenbaum B=*/v="" Uses growth curve
Lmear Model (1995) models to determune
(HLM) climical change
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Calculation of clinical significance

» there are many ways to calculate statistical significance
and practical significance.

» Five common methods are
- the Jacobson-Truax method
- the Gulliksen-Lord-Novick method
- the Edwards-Nunnally method
- the Hageman-Arrindell method
- hierarchical linear modeling
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How to interoperate Effect Size

Index Description® Effect Size Comments
Between groups
Cohen's d° d=M —M; /s Small 0.2 Can be used at planning stage to
M, = M, is the difference between | Medium og find the sample size required for
the group means (M); Large 08 sufficient power for your study

5 Is the standard deviation of either
group

Very large 13

Odds ratio (OR) Group 1 odds of outcome Small 1.5 For binary outcome variables
Group 2 odds of outcome LMEI:"ILIm 2 Compares odds of outcome
If OR = 1, the odds of outcome are arge 3 occurring from one intervention vs
equally likely in both groups another
Relative risk or risk ratio (RR) | Ratio of probability of outcome in Small 2 Compares probabilities of outcome
group 1vs group 2; Medium 3 occurring from one intervention to
If RR = 1, the outcome is equally Large 4 another
probable in both groups
Measures of association
Pearson’s r correlation Range, —1to1 Small +02 Measures the degree of linear
Medium *og relationship between two
Large * 08 quantitative variables
* coefficient of Range, o to1; Small 0.04 Proportion of variance in one
determination Usually expressed as percent Medium 0.25 variable explained by the other
Large 0.64
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» Putting the confidence interval and these regions together,
we can make a decision about clinical significance.
> Clinically decisive or clear is preferable to clinically significant.

Clinically Statistically

triyial - bereiiell | decisive? significant?
| Yes: use it. Yes
| — Yes: use It. Yes
——  CYesiuseit. No
= . Yesidontuseit  Yes
— Yes: don'tuseit. No

Yes: don'tuse it. No

Yes: don't use it.  Yes

Yes: don't use it.  Yes

No: need more NoO
research.

Why statistical significance i
impractical or unethical!

«—negative- 0 -positive—
il Of effect statistic
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Interpreting the Probabilities
<« You should describe outcomes in plain language in your
paper.
<« Therefore you need to describe the probabilities that the effect
IS beneficial, trivial, and/or harmful.

+ Suggested scheme:

Probability Chances Odds The effect... beneficial/trivial/harmful
<0.01 <1% <1:.99 is almost certainly not...
0.01-0.05 1-5% 1:99-1:19 | is very unlikely to be...

0.05-0.25 5-25% 1:19-1:3 | is unlikely to be..., is probably not...

0.25-0.75 25-75% 1:3-3:1 is possibly (not)..., may (not) be...

0.75-0.95 75-95% 3:1-19:1 | is likely to be..., is probably...

0.95-0.99 95-99% 19:1-99:1 | is very likely to be...

>0.99 >99% >99:1 is almost certainly...
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Clinically Significant
Yes No

Typically assume the
Yes | groups, outcomes, or
treatments are different

Consider that the
sample size may be too large

n L
Q D
~+
=7
= =t
)
% 9=-’ Consider that the Typically assume the groups,
~ < | No | sample size may be too outcomes, or treatments
small are not different

Y
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In general

< Statistical significance and clinical significance will
usually be in harmony in a well-designed clinical trial.

<« Statistical significance is directly impacted by sample
Size.

<« Clinicaly significance is not directly influenced by
sample size.

<« Statistical significance indicates the reliability of the
study results

<« clinical significance reflects its impact on clinical
practice.
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